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Introduction and Problem Definition  

Choosing a city to live can be a big life decision to many. With exploding information in this 
digital age, recommender systems to help people with such decisions seem to be lacking. To the best of 
our knowledge, there are only a few websites/projects that recommend cities (see Appendix). Among 
them, two recommend cities to visit using collaborative filtering (CF) methods, one assesses the 
similarity between urban economies by calculating whether they are competitive in the same industries, 
and the other four use content-based methods to recommend cities to live/visit. We think the four 
projects that recommend cities to live are not good enough because 1) the city range is small (the 
largest has 672 US cities). 2) A content-based model can only be as good as the hand engineered 
features of the cities, but the city features used in these models leave much to be desired. For example, 
the characteristics of a city when people are considering for travel are certainly different from the ones 
when they are considering for moving. However, we see some of the existing projects did not make a 
distinction about that. 3) We think an interactive map is key to success given the geographic nature of 
this project. However, none of the websites/projects has an interactive user interface. 

Here we propose to build an interactive website to recommend cities to live in the US. A user 
can give a city as input, and then the website will return a list of cities most similar to the input city. We 
envision our project will be useful for people who want to move to another city but only have 
experience in the current/previous cities (know input city => explore output cities). It can also be helpful 
for people who know very little about certain cities but would like to know how they compare with cities 
they do know (do not know input city => relate to cities more familiar with). Last but not least, it can 
help businesses to explore potential markets. 
 
Literature Survey 
Bidart et al., 2014; Takerngsaksiri et al., 2019 (a) main idea: finding similar cities or areas in different 
cities using Tripadvisor.com network (CF) or Twitter data (content-based). (b) why useful: similar 
projects. (c) shortcoming: CF-based methods are better suited for recommending cities to travel, not to 
live, and the content-based method was limited to Twitter data. 
Houle et al., 2020; Sohangir et al., 2017; Xia et al., 2015 (a) main idea: alternative approaches to the 
mainstream cosine similarity measures in order to overcome the curse of dimensionality. (b) why useful: 
As our data can be high-dimensional, we may resort to these alternative methods. (c) shortcoming: No 
consensus on the effectiveness of these methods.  
Adomavicius et al., 2005 (a) main idea: describes common recommendation approaches such as 
content-based, CF, and hybrid approaches, and various limitations of each method. (b) why useful: helps 
understand the basic algorithms of common recommendation systems. (c) shortcoming: CF methods 
suffer from data sparsity and new user problems. Content-based methods suffer from overspecialization. 
Gulzar et al., 2018 (a) main idea: a course recommender using hybrid algorithm by combining the 
predictions of CF and content-based methods to increase the overall precision. (b) why useful: We may 
consult their approach to solve data sparsity problem by clustering the cities to reduce categories. (c) 
shortcoming: Hybrid approach requires high computational complexity and a large database.   
Jin et al., 2012 (a) main idea: While the similarities of users can be captured, their rating patterns may 
not be the same. This paper designed a decoupled model and a preference model to distinguish 
between user preferences and ratings. (b) why useful: The preference model models the orderings of 
items preferred by a user, rather than the user’s numerical ratings of items. This idea can be applied to 
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our similarity calculation. (c) shortcoming: The accuracy of the preference model needs improvement 
which suggests that the rating information cannot be ignored completely.  
Li et al., 2020; Poston et al., 2009; Zhang et al., 2019; Kang et al., 2020 (a) main idea: factors that 
motivate people to move in the US or to attract overseas immigrants, such as the human development 
index, education grade, climate, cost of living index, house price index, crime rate, tax rates/credits, etc. 
(b) why useful: guidance for us to select important attributes for our city recommendation project. (c) 
shortcoming: difficulties in finding enough data at the city level. 
Stephens et al., 2013; Wang et al., 2022 (a) main idea: analyzed travel distance and time for US 
hemodialysis patients and supercommuters in Bay area. (b) why useful: method to generate additional 
attributes from public data. (c) shortcoming: narrow scope (only on dialysis patients, only in Bay area). 
Naylor et al., 2019 (a) main idea: uses geospatial techniques to quantify healthcare accessibility within 
the US using provider, Medicare, and Census data. (b) why useful: analysis to designate accessibility of 
healthcare due to travel time. (c) shortcoming: simply looks at spatial accessibility and does not factor in 
affordability and acceptability of healthcare. 
Lan et al., 2021 (a) main idea: a web mapping system that allow users to experiment with different 
schemes in the geographic analysis and provide users analytical interactivity by integrating maps with 
geodemographic charts. (b) why useful: method to integrate the mapping and statistical data. (c) 
shortcoming: The analysis tool is not flexible and the data update is time consuming.   
MacEachren et al., 1998; Lu et al., 2017 (a) main idea: geographic visualization techniques. (b) why 
useful: design of the interactive map. (c) shortcoming: The option of statistical variables is fixed and 
undivided. The temporal navigation is complicated for users to understand. 
 
Methodology  

Since there are no platforms that track where people have lived like tripadvisor.com tracks 
where people have visited, we think a content-based method is more appropriate for recommending 
cities to live. The project is split into three parts: 1) data collection: scrape, combine, and clean city 
attributes data needed for computation and visualization; 2) computation: develop algorithms to 
compute similarities between cities; 3) visualization: build a user-friendly interactive interface to 
visualize and dynamically update recommendations. As stated in Introduction and Problem Definition, 
current city recommenders are not only lacking but also flawed. Our project aims to improve with the 
following innovations: 
1. Data: cover much larger city range than any existing websites/projects and combine diverse data into 
one dataset which includes a wide range of attributes. The final dataset has 27964 cities x 75 attributes. 
2. Computation: group attributes into categories and assign weights to categories based on users’ input. 
3. Visualization: develop an interactive user interface for direct visualization of the recommendations.  
 
Data Collection  

We expanded our city range to 27964 cities with demographic and socio-economic attributes 
scraped from datausa.io supplemented with weather data for 5940 cities from usclimatedata.com. To 
impute the missing weather data, we applied k-nearest neighbor (KNN) regression using longitude and 
latitude information scraped from openweathermap.org as the feature space and Euclidean distance as 
the distance metric. We set k=1, essentially imputing the missing weather data for a city as its 
geographically closest city’s values. For the rest of the attributes no more than 10% of the data was 
missing, and we filled the missing values with the median of the state the city is in. Then we scaled the 
data with a min-max scaler (min = 0, max = 1). 
 
Computation 
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Figure 1. Screenshots of the website interface.  

The algorithm we used to recommend cities most similar to an input city is weighted cosine 
similarity, which is built upon vanilla cosine similarity. Cities with larger cosine similarity values are more 
similar to the input city. Mathematically, if the vector of the input city is x, the vector of the city to be 
compared is y, then the cosine similarity value is:  

Cosine Similarity (x, y) =  
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To calculate the similarity score more accurately reflecting the user’s interest, we assign weights 
to each city attribute based on the user’s input. As we have a large range of attributes, we group them 
into categories (e.g., economy, weather, living & housing, etc.) and give the user options to rank the 
importance of each category of attributes. Then the weighted cosine similarity can be calculated:  

Weighted Cosine Similarity (x, y, w) =  
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After the weighted cosine similarity values are computed, we order them in descending order. 
 

Visualization  
Our project has an interactive user interface primarily built with HTML, CSS, and JavaScript. The 

front end was developed using React, Bootstrap, and JavaScript, and utilized the MapBox API and D3.js 
for visualization. React allows for the establishment of hooks and re-rendering of different portions of 
the website, while Bootstrap provides a framework for the layout of the website. The backend was 
developed using Express.js with parameters being passed to query the MySQL database. These 
parameters produce 
a pre-calculated 
dataset for the score 
which is then 
converted into 
GeoJSON before 
passing the 
corresponding values 
to the front end 
through the 
properties attribute. 
This reduces the 
number of fetches as 
loading the initial 
dataset produces the 
most delay for the 
user. These values 
are then re-
calculated real time 
based on the current 
weights provided on 
the input 
slider. Search was 
implemented by 
utilizing the Boolean 
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Figure 2. (left) k-means clustering of all cities using weather attributes (k=5). (right) US climate zones from 
energy.gov. 

Full-Text Search implementation in MySQL using the columns of city name, full state name, and 
abbreviated state name. The results from this query are loaded in descending order and the top 10 
results are returned to the front end. For hosting, the front end utilizes Netlify, backend uses Azure App 
services, and the Database is hosted on Amazon Web Services RDS.   

A demonstration of our website interface is shown in Figure 1. The user can search from a 
search box to select the input city (Figure 1, Box 1). The website also includes a slider for the user to 
rank categories of city attributes based on their importance (Figure 1, Box 2). Once the inputs from the 
user are received, similarity scores for all cities will be calculated and the color attributes of the cities on 
the map will transition to new values reflecting the calculated similarity scores. To avoid clutter, we only 
display the top 50 and bottom 50 similar cities as well as a random set of 100 cities not in the top or 
bottom cities (Figure 1, Box 4). To better showcase the most similar cities, we include a ring chart of the 
top 50 similar cities with the input city at the center of the circle and the rest of the cities on concentric 
circles with different radii representing their similarity scores to the input city. The higher the similarity 
score, the smaller the radius (Figure 1, Box 5). The tooltip for each city displays the city name and state 
name, as well as the similarity score and rank (after the input city has been chosen). Last but not least, 
we display a list of the top 10 most similar cities with their similarity scores and ranks (Figure 1, Box 3).  
 
Experiments and Evaluation  
Evaluation of the imputed weather data 

Since we only acquired ~20% of the weather data and imputed the rest 80%, we performed a 
clustering analysis to evaluate the usefulness of the weather data after the imputation. For this purpose, 
we partitioned all cities into five clusters using k-means clustering with all the weather attributes. As 
shown in Figure 2, our five clusters (left) closely resemble the pattern of the five US climate types (right; 
marine, cold/very cold, hot-dry/mixed-dry, hot-humid, and mixed-humid), giving us more confidence on 
the imputed data.  

 
Experiment with an alternative similarity measure 

As mentioned in Literature Survey, the mainstream cosine similarity measure is based on L2 
norm (Euclidean distance) and may suffer from the curse of dimensionality, a phenomenon where the 
concept of proximity becomes less meaningful as dimensionality increases, e.g., the ratio between the 
nearest and farthest points approaches 1 as dimensionality approaches infinity. Some research 
proposed to use L1 norm or even fractional norm in a high dimensional data situation to alleviate this 
problem (Aggarwal et al., 2001). However, this is an active research area and a consensus has not been 
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Figure 3. (A) Heatmap of the cosine similarity matrix of 
the randomly chosen 100 cities. (B) Histogram of the 
pairwise cosine similarity scores for the same 100 cities. 
 

 
Figure 4. Histogram of the pairwise ISC similarity 
scores for the same 100 cities used in Figure 3. 
 

reached (Mirkes et al., 2020). Nevertheless, we tested an alternative similarity measure and compared 
with the mainstream cosine similarity measure. 

As our dataset is large, calculating 
similarity matrices is computationally taxing. 
For this experiment we randomly sampled 100 
cities from the 27964 cities and calculated the 
cosine similarity matrix. As shown in Figure 3, 
the similarity scores range from ~0.7 to 1 and 
the distribution is left skewed, with most 
scores in the 0.9-1.0 range. This means that the 
cosine similarity measure provided a poor 
contrast. Thus, we sought alternative similarity 
measures using a lower norm metric, 
specifically the improved sqrt-cosine similarity 
(ISC) proposed by Sohangir et al. The ISC 
similarity is defined as 

ISC(x, y) =  
∑ ඥ௫೔௬೔
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Because it is based on Hellinger distance (L1 
norm), it is thought to be more favorable than 
cosine similarity (L2 norm) for high-
dimensional applications. However, when we 
calculated ISC similarity scores for the same 
randomly chosen 100 cities, the distribution of 
the scores showed an even poorer contrast, 
with a range of 0.825-1.0 and most scores in 
the 0.95-1.0 range (Figure 4). Therefore, we did 
not find any merit in using ISC similarity and 
still used weighted cosine similarity in building 
our city recommender website. 
 
User study 

We designed a questionnaire using Google 
Form to collect feedback from users after they 
explore our interface. The questionnaire has 6-7 
questions asking users to rate their experience 
with our website and should usually take less than 
2 minutes to complete. We collected 30 responses, 
most of which showed favorable results toward 
our website (Figure 5). For example, over 95% of 
the users thought our recommended cities were 
reasonable (Q3), and our website was better than 
another city recommender (Q6). All other metrics 
were averaged between 8 and 9 on a 1-10 scale. 
We also got valuable feedbacks from the optional question asking for areas to improve. Many of them 
suggested providing more explanations to describe what each component of the layout does. We agree 
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with this suggestion and have 
added some instructions to guide 
the user. However, due to the time 
limit, there is still large room for 
improvement in this area. Other 
suggestions include doing a 
worldwide version and increasing 
the loading speed. While we agree 
these are good suggestions, we 
think there is not much we can do 
at this point given the large dataset 
requirement of the project. Finally, 
there is a suggestion that it would 
be better to have a tier list of all 
similar cities instead of top 10 cities. 
We think the filter functions 
discussed below in Discussion and 
Conclusions could partially address 
this need. 

 
Discussion and Conclusions 

To summarize, in this project we developed an interactive website to recommend cities to live in 
the US with a comprehensive and relevant city database. It saves users a lot of time to look over the 
information about cities all over the places. Compared with other similar projects, an advantage of our 
website involves the interactive map when displaying the similar/dissimilar cities, in addition to a plain 
text table. Not only can users get the most similar cities from their input cities, but they can also see on 
the map the trend on where these cities are located. For example, the cities most similar to Atlanta, GA 
are primarily located on the coast of Georgia, South Carolina, North Carolina, Virginia, and Texas (Figure 
1 purple dots), and the cities most dissimilar are mostly in Alaska. This result makes complete sense. We 
tested many input cities and the results all seem reasonable (and the user study proved it, too).  

Because our database has almost 28000 cities, it would be too much clutter to display all the 
cities on the map. Therefore, we utilized Mapbox GL JS clustering to render cities as clusters when the 
website is first loaded. After an input city is given, only 200 cities are shown including the top 50 and 
bottom 50 most similar cities. It would be ideal to add elaborate filter functions to enable direct filtering 
of the results. For example, users can choose to show only cities that have population in certain ranges 
they desire or exclude Alaskan cities from the results. Additional future endeavors could consider adding 
more attributes to the city database, for example, venue information from Foursquares’ points of 
interest data platform (https://location.foursquare.com/products/places/) and public school 
information from Niche (https://www.niche.com/about/data/).  
 
Team member contribution 
X.C. wrote the final report and performed the clustering analysis and the similarity algorithm 
comparison. H.L. recorded the proposal presentation and built the website. S.W. scraped datausa.io and 
openweathermap.org data. D.Y. and X.C. cleaned the data. L.H. wrote the progress report and 
conducted the user study. L.J. and X.C. made the final slides. All team members worked on the proposal 
and the proposal slides. 

 
Figure 5. User study questionnaire results 
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Q1 - How likely are you to recommend our website to a friend or colleague? 
Q2 - How satisfied were you with your experience on our website?
Q3 - Do you think our recommended cities based on your input are reasonable?
Q4 - How satisfied were you with our displaying of recommended cities?
Q5 - How likely will you return to our website?
Q6 - Compared with the other city recommender website 
(https://cityrecommender.herokuapp.com/), do you think our website is better?
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Appendix. Known city recommenders 
Projects Purpose Method City range User 

interface 
Bidart et al., 2014 To visit CF World-wide 85,505 

cities 
No map 

www.datarevenue.com/en-
blog/building-a-city-
recommender-for-nomads 

To visit CF World-wide 4,247 
cities 

No map 

github.com/anitaokoh/City-
Recommender-Web-App 

To visit, live Content-based World-wide 111 
cities 

No map 

devpost.com/software/the-
global-aggie-city-
recommender 

To live Content-based World-wide 216 
cities 

With map 

github.com/eliasmelul/finding
_schitts 

To live Content-based USA 672 cities No map 

teleport.org To live Content-based World-wide 266 
cities 

No map 

metroverse.cid.harvard.edu For economic 
research 

Not disclosed World-wide >1000 
cities 

With Map 

 
 


